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Volume Introduction Letter 

 

This Conference Proceedings is a collection of selected papers and posters submitted to the Academic Program 

of the International Conference for Free and Open Source Software for Geospatial (FOSS4G 2016), 24th to 26th 

August 2016 in Bonn, Germany. Again geospatial open source software was the focus of a well-attended 

international conference flanked by presentations on open standards and the open data movement, a meeting 

place for open communities. 

Similar to previous FOSS4G conferences at the national and international level, the academic papers and posters 

cover an extensive wide range of topics reflecting the contribution of the academia to this field by the 

development of open source software components, in the design of open standards, in the proliferation of web-

based solutions, in the dissemination of the open principles important in science and education, and in the 

collection and the hosting of freely available geo-data.  

This volume follows a 10-year tradition of FOSS4G Academic Proceedings that with many published on the 

former ñOSGeo Journalò website. However, with the help of the University of Massachusetts Amherst Scholarly 

Communication team, we are publishing this volume and individual papers using the new bepress-supported 

publishing system. A benefit of this system is that it feeds many library databases making the proceedings and 

individual papers much more identifiable through library search mechanisms.  

On the page https://scholarworks.umass.edu/foss4g/vol16/iss1/ the reader will get an overview about the 

selected papers and posters published in the Conference Proceedings. 

A few additional papers found their publication on other platforms. The paper ñPaleoMaps: SDI for open 

paleoenvironmental GIS dataò
1
 by Christian Willmes, Daniel Becker, Jan Verheul, Yasa Yener, Mirijam Zickel, 

Andreas Bolten, Olaf Bubenzer, Georg Bareth and the paper ñDevelopment of a New Framework for 

Distributed Processing of Geospatial Big Dataò
2
 by Angéla Olasz, Binh Nguyen Thai, Dániel Kristóf have been 

published through the International Journal of Spatial Data Infrastructures Research of the European 

Commissionôs Joint Research Centre, organized by Sven Schade. Anita Graserôs paper ñTowards landmark-

based instructions for pedestrian navigation systems using OpenStreetMapò
3
 has been published in the AGILE 

2017 proceedings. 

The presentations of the conference are also available in the AV-Portal of TIB, the German National Library of 

Science and Technology
4
. All videos are assigned a digital object identifier (DOI) and a media fragment 

identifier to cite presentations as a whole or single segments separately. 

The support of Christian Willmes and Sergey Voinov amongst other reviewers is gratefully acknowledged. 

Moritz Lennert pushed the process forward. The support of Charles Schweik, Mohammed Zia and Erin Jerome 

was very helpful and encouraging! 

As the editor of the FOSS4G 2016 proceedings Iôd like to encourage the Academia to intensify the usage of 

open software, tools, data, science and education and to contribute actively to forthcoming conferences on local, 

national and international level searching the contact and exchange with practitioners, developers and users to 

extend and foster the worldwide community ï ñBuilding bridgesò, as the motto of AGSE 2016 was. 

 

Sincerely, 

Franz-Josef Behr ï FOSS4G 2016 Academic Committee chair and Proceedings editor 

 

 

                                                           

1 http://ijsdir.jrc.ec.europa.eu/index.php/ijsdir/article/view/431 

2 http://ijsdir.jrc.ec.europa.eu/index.php/ijsdir/article/view/423 

3 https://agile-online.org/images/conference_2017/Proceedings2017/shortpapers/46_ShortPaper_in_PDF.pdf 

v Via https://av.tib.eu/series/253/foss4g+bonn+2016 

https://scholarworks.umass.edu/foss4g/vol16/iss1/
http://ijsdir.jrc.ec.europa.eu/index.php/ijsdir/article/view/431
http://ijsdir.jrc.ec.europa.eu/index.php/ijsdir/article/view/431
http://ijsdir.jrc.ec.europa.eu/index.php/ijsdir/article/view/423
http://ijsdir.jrc.ec.europa.eu/index.php/ijsdir/article/view/423
https://agile-online.org/images/conference_2017/Proceedings2017/shortpapers/46_ShortPaper_in_PDF.pdf
https://agile-online.org/images/conference_2017/Proceedings2017/shortpapers/46_ShortPaper_in_PDF.pdf
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From global observations to local information: The Earth Observation 

Monitor  
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 Department for Earth Observation, Friedrich-Schiller-University Jena ï jonas.eberle@uni-jena.de 
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ABSTRACT:  

Earth Observation (EO) data are available around the globe and can be used for a range of applications. To 

support scientists and local stakeholders in the usage of information from space, barriers, especially in data 

processing, need to be reduced. To meet this need, the software framework "Earth Observation Monitor" 

provides access and analysis tools for global EO vegetation time-series data based on standard-compliant geo-

processing services. Data are automatically downloaded from several data providers, processed, and time-

series analysis tools for vegetation analyses extract further information. A web portal and a mobile application 

have been developed to show the usage of interoperable geospatial web services and to simplify the access and 

analysis of global EO time-series data. All steps from data download to analysis are automated and provided as 

operational geo-processing services. Open-source software has been used to develop the services and client 

applications. 

1 Introduction 

Information about environmental change is an important component in monitoring study areas on earth. 

Parameters of vegetation deliver valuable information about land cover and land use. Earth Observation 

satellites (e.g., Landsat, Terra, and Aqua) provide global datasets that are used for vegetation analysis. Time-

series information of vegetation parameters delivers further information about changes, which can be used for 

new analyses. If the spatial resolution of these global datasets is suitable for local study areas, these datasets can 

also be used for local applications, giving local stakeholders the possibility of using global Earth Observation 

data for their specific needs. The transformation of global observations into local information facilitates the use 

of Earth Observation data for local studies, as well as the subsequent processing into local knowledge by 

involving stakeholders.  

The involvement and consideration of stakeholders is an essential task in current international programs. A 

program launched in 2012, Future Earth (Future Earth 2013), was founded by international research funding 

organizations with the aim of supporting interdisciplinary collaborations in the area of global environmental 

change research, to address critical questions. In addition to questions regarding how the earth is changing, an 

important ócross-cutting capabilityô is the focus on data and on observing systems, with the aims to ñmake the 

research more useful and accessible for decision makersò (Future Earth 2013:12) and ñ[make] research 

accessible to all partiesñ (Future Earth 2013:21).  

Technical feasibilities are also mentioned in the Future Earth program seeking to determine best practices in 

integrating user needs and understanding research needs, by, for example ñdeveloping and diffusing useful tools 

for applying knowledgeò (Future Earth 2013:21). On a more technical level, the Belmont Forum, a high level 

group of the worldôs major and emerging funders of global environmental change research and international 

science councils, aims to develop capable E-Infrastructures to increase community-level integration and 

collaboration, and to provide a community-owned global E-Infrastructure and Data Management Strategy and 

Implementation plan (Allison and Gurney 2014). The Group on Earth Observation (GEO) initiated the Global 

Earth Observation System of Systems (GEOSS; Group on Earth Observations 2005) with the aim of building a 

global public infrastructure that generates comprehensive, near-real-time environmental data, information, and 

analyses. To date, GEOSS has consisted of a metadata registry, a web portal, and a brokering system to tether 

external metadata catalogues to standard-compliant data services. However, only information can be 
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downloaded from the metadata entries; it is often not possible to retrieve the data directly. Craglia et al. (2008) 

published an agenda for the ñNext-Generation Digital Earthò stating that multiple connected digital 

infrastructures and a problem-oriented focus to enable access to data, information, and services are needed, and 

visualization, open access, and multidisciplinary education and science is supported. 

New insights into global environmental change, in focus with the next-generation digital earth, can be realized 

by making Earth Observation data and methods available with easy-to-use interfaces. An automated processing 

and analysis of Earth Observation time-series data is needed to fulfill this purpose. At present, many individual 

steps, such as discovery, download, pre-processing, analysis, post-processing, are needed to derive local 

information based on Earth Observation data. Only after completing these steps the user can derive the final 

information based on the outputs of the analysis tool, highlighting the need for ready-to-use derived information 

based on defined parameters. This can be achieved by operational and automated data processing to ensure easy 

access to this type of information.  

The software framework ñEarth Observation Monitorò (EOM) was initiated to provide easy access to Earth 

Observation time-series data and information from analysis tools, without the need to process data on the userôs 

computer. The main users are local stakeholders, as well as scientists who need an overview of their area of 

study. The EOM makes applied analysis methods and tools developed by different research communities online 

available, in combination with data access tools and web services, all encapsulated within a straightforward web 

interface. The spatial data infrastructure developed deals with data search, download, and conversion, as well as 

analysis based on user inputs.  

The objective of the present paper is to describe the functional and technical concept of the Earth Observation 

Monitor, as well as the applications developed. The EOM can be used to explore Earth Observation time-series 

data based on the following three principles: 

Á Simple time-series data access and analysis without data processing, 

Á Making software tools available via web services, and 

Á Providing simple tools with easy-to-use applications for stakeholders and scientists. 

The remaining paper is structured as follows: Background and related work is shown in Section 2 with a focus 

on geospatial web services, vegetation time-series analysis, and available online tools. The design and 

implementation of the EOM are explained in Section 3 including data access and processing services as well as 

web and mobile applications. Finally, a summary and conclusions are given in Section 4 and future work in 

Section 5. 

2 Background and related work 

2.1 Geospatial service infrastructure 

Modern web technologies facilitate the use of web services and are the basis for interactive and easy-to-use 

web-based geographic information systems. Using web services also allows the usage from multiple systems 

(e.g., a web portal, a mobile application, and other software clients). An important consideration in developing 

web-based geographic information systems is hiding the complexity of data processing techniques from users 

and providing simple web interfaces.  Making desktop software available online relies on web services, which 

make it possible to execute tasks independently on remote servers. Client applications and service 

infrastructures can be separated (Figure 1) but interoperability needs to be integrated and provided; external 

clients can make use of the service infrastructure if access is permitted. Services are provided over the network, 

and thereby made available for client applications. Two main different architectural styles are available to 

publish services, service-oriented architecture (SOA; MacKenzie et al. 2006) and resource-oriented architecture 

(ROA; Overdick 2007). Both of them can also be used for geospatial services. Mazzetti, Nativi, and Caron 

(2009) have stated that ñit is not possible to say that one architecture is better than the otherò and that ñthe 

selection [é] depends on application requirements.ò These authors selected the REST approach for their Earth 

System Science applications.  

In a spatial data infrastructure, services are available for the tasks of visualization, data access, metadata 

cataloguing, and data processing. To provide interoperable services and metadata, the Open Geospatial 

Consortium (OGC) published several standards and implementation specifications for the geospatial world. 

Those can be used to establish interoperability on server- and client-side. Automated and operational processing 
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is needed for user-friendly time-series analysis tools, allowing users to perform the tasks of data downloading, 

processing, and analysis. The OGC has specified standardized processing services with the Web Processing 

Service (WPS; Schut 2007). This specification describes service interfaces that can be used to publish 

processing algorithms and to request their execution on the Web. Within the process algorithm, external 

software can be made available, for example, by executing software on the command line or through libraries 

used in programming languages. This allows a wide range of software to be integrated into a web service 

environment. Several open source software programs exist that meet OGC WPS specifications (an overview is 

given by Zhao, Foerster, and Yue 2012 or Lopez-Pellicer et al. 2012).   

Web Processing Services are widely used in conjunction with spatial data infrastructures when processing 

methods are available to the user. Several publications also list any usage in research projects, and research has 

been done in the field regarding distributed processing (Friis-Christensen et al. 2007; Meng, Xie, and Bian 2010; 

Schaeffer et al. 2012; Foerster et al. 2011), semantic processing (Farnaghi and Mansourian 2013; Wosniok et al. 

2014; Vitolo et al. 2015), process orchestration (Nash et al. 2007; Eberle and Strobl 2012; de Jesus et al. 2011; 

Wu et al. 2014; Meng, Bian, and Xie 2009), processing in the cloud (Sun 2013; Evangelidis et al. 2014), moving 

code (Müller, Bernard, and Kadner 2013), and modeling (Buytaert et al. 2012; Imran, Zurita-milla, and By 

2011; Dubois et al. 2013). 

 

Figure 1: Client applications can connect through the internet to the geospatial service infrastructure that 

includes processing based on OGC Web Processing Services on Python programming language. Connections to 

diverse GIS processing software are made either through Python modules (e.g., R, ArcMap, OWS services) or 

through command line access (e.g., TIMESAT). 

2.2 Vegetation time-series analysis 

Satellite image time-series of vegetation indices are radiometric measurements of photosynthetically active 

radiation in the leaves of the vegetation, a proxy for the photosynthetic activity and vitality of plants. Vegetation 

indices like the Normalized Difference Vegetation Index (NDVI, Tucker 1979) or the Enhanced Vegetation 

Index (EVI, Huete et al. 2002) have proven to be important data sources for vegetation change and dynamics 

analyses. Daily to bi-weekly global data with a spatial resolution of 250m using the NDVI and EVI data from 

the Moderate Resolution Imaging Spectroradiometer (MODIS) allows vegetation analyses from 2000 onwards 

(Huete et al. 2002). 

 Evolving methods on vegetation change characterization have been developed by scientists around the 

world. Recent developments such as the óBreaks For Additive Seasonal and Trendô (BFAST) method allow 

users to detect land cover changes by detecting phenological changes in the inter-annual time-series. BFAST 

integrates the decomposition of time-series into trend, seasonal, and remainder components, and provides the 

time and number of changes in the time-series. Studies observing increasing or declining net primary 

productivity of vegetation (Verbesselt, Hyndman, Newnham, et al. 2010; Verbesselt, Hyndman, Zeileis, et al. 

2010) fostered the development of statistical tools for detecting trends such as greening or browning. The 

greenbrown package (Forkel et al. 2013) is a collection of functions designed to analyze trends and trend 

changes in gridded time-series, like those from satellite observations or climate model simulations. In the Earth 
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Observation community, Greening describes positive trends in vegetation greenness, whereas Browning 

indicates negative trends in vegetation greenness. Both methods are provided as tools in the R statistical 

language. In addition to trend analyses of satellite time-series, the derivation of phenological metrics for 

vegetation characterization and classification is another important issue. Introduced by Jönsson and Eklundh 

(2004), the software TIMESAT has been developed for satellite-based phenological analyses based on the 

seasonality of satellite time-series data and their relationship with the phenological cycling of vegetation. 

Further on, it enables the extraction of time-related phenological metrics (e.g., start of season, length of season) 

or biomass-related metrics, such as the integral of the vegetation period. 

2.3 Online time-series access and analysis tools 

A number of tools for Earth Observation time-series data access and analyses are available online, but they have 

all specific limitations, described in this chapter. More and more tools allowing time-series extraction and 

analysis of specific datasets from NASA MODIS sensor are becoming available. Some of these tools are listed 

in Table 1, and are discussed in the following paragraphs. 

The probably best known web-based tool is NASA Giovanni ï Interactive Visualization & Analysis (Acker and 

Leptoukh 2007), which offers a wide range of available MODIS datasets and different time-series extraction and 

analysis tools. Although NASA Giovanni does provide access to all input data for a given bounding box and 

time range, these tools are not publicly available as web services to be integrated into external applications. The 

MODIS Land Subsets tool from the United statesô Oak Ridge National Laboratory (ORNL) provides time-series 

extraction for a bounding box around a selected pixel location. In addition to time-series data access, the tool 

also visualizes land cover types and provides a phenology time-series plot for vegetation data. A SOA-based 

MODIS Web Service is publicly available for querying the data catalogue and submitting an order for time-

series access and analysis graphs. The Laboratory of Remote Sensing in Agriculture and Forestry of the 

Brazilian National Institute for Space Research (INPE) developed a tool for MODIS EVI-2 and TRMM 

precipitation data plotting for South America; an easy-to-use web portal provides time-series data with just one 

click on the map. The Multi-Sensor Evolution Analysis (MEA) of the EU EarthServer project focuses on the 

provision of time-series data access, based on OGC-compliant web services. Through the web portal, tools are 

available for interactive time-series plotting for different pixels and datasets, which can be compared using a 

chart. Spatial subset plots can also be shown as images or as map-based visualizations. Via the OGC Web 

Coverage Processing Service (WCPS), the datasets are available in a web service query-processing language. 

Table 1: Comparison of web-based time-series data access and analysis tools. 

 Outputs / Web Services 

NASA Giovanni 
http://giovanni.gsfc.nasa.gov/ 
 
Available portals:  
Atmospheric, meteorological portals 
Ocean & hydrology portals 

Results as images, GeoTiff files, ASCII text. 
 
GeoTiff files can be visualized interactively 
with an OGC Web Map Service.  

MODIS Land Subsets 
http://daac.ornl.gov/MODIS/ 
 
Available MODIS products (excerpt): 
BRDF, Surface Reflectance 
Land Surface Temperature 
Vegetation Indices, Leaf Area Index 

Results as interactive and image plots, 
GeoTiff files, ASCII text. 
 
MODIS Web Service based on SOAP for 
data queries and access (only ordering). 

INPE EVI2 tool 
https://www.dsr.inpe.br/laf/series/en/ 
 
Available data:  
MODIS EVI-2, SRTM, TRMM 

Results as interactive plots, CSV export. 

Earthserver MEA 
http://earthserver.services.meeo.it/ 
 
Available MODIS products:  
Atmospheric datasets 
MOD13Q1 NDVI 

Results as interactive plots, XML export. 
 
Datasets available as OGC Web Coverage 
Service (WCS) and Web Coverage 
Processing Service.  

 

http://giovanni.gsfc.nasa.gov/
http://daac.ornl.gov/MODIS/modis.shtml
https://www.dsr.inpe.br/laf/series/en/
http://earthserver.services.meeo.it/
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For users focusing on vegetation time-series data, many of the tools described in the preceding paragraphs offer 

web-based tools for time-series extraction and visualization. However, none of the existing tools can yet be 

integrated into external applications. The OGC WCPS service from MEA is a good approach to overcome this 

issue; however, the complete MODIS vegetation datasets with Enhanced Vegetation Index, the Normalized 

Difference Vegetation Index, and the quality flag datasets are not yet fully available and are not yet updated 

automatically. Although the MODIS Web Service from ORNL provides users with a way to submit order 

requests, the resulting data are only available on a website whose link is sent via electronic mail. To sum, 

service-based access to time-series vegetation data is only available within specific limits. Using OGC Web 

Processing Services is therefore a good technical solution, allowing users to execute the services directly within 

other external applications.  

From the point of view of an end-user, further information based on the analysis of time-series data is also 

useful. Some of the scientific algorithms that are currently available can provide information about breakpoints 

in trends and seasonality that can be used, for example, as indicators for changes in vegetation. A great deal of 

information can also be retrieved from phenological derivations, like the start and end of a season, seasonal 

amplitude, and seasonal integral. However, to date, none of this information is available as on-demand 

processing services in web-based environments. 

3 The Earth Observation Monitor 

The Earth Observation Monitor (EOM) is a software framework with the aim of ensuring easy access and 

analysis of spatial time-series data for land monitoring on local scales. Scientists and stakeholders working in 

local areas need to be able to do time-series analysis without the need to process any data. In this chapter, the 

concept; technical developments based on automated data access, processing, and analysis; and example client 

applications are described.  

3.1 Concept 

The concept behind the EOM combines the advantages of web service-based geoprocessing with user-friendly 

interfaces; this provides an easy access for users without specific knowledge in data processing. The EOM 

focuses on hiding existing barriers (e.g., data download, data processing, format conversion), to allow users to 

focus on the analysis results. As many steps that are needed to produce analysis results from Earth Observation 

data can be automatized, users can concentrate on the interpretation of the analysis results. Figure 2 illustrates 

the tasks: The EOM integrates the data for the specified area including quality checks and data clipping. If the 

analysis method and its parameters are set, the system prepares data needed for the analysis, executes the 

method, and prepares the results for online visualization and easy-to-use offline usage. 

 

Figure 2: Concept of the Earth Observation Monitor. 

3.2 Automated data access 

The basis for an automated data processing and analysis tool is operational and automated data access, which is 

accomplished by introducing a multi-source data processing middleware (Eberle et al. 2013). This middleware 

(see Figure 3) integrates data from external sources (like NASA, NOAA, Google Earth Engine, and general 

datasets) on demand. Any integrated dataset is described with metadata and stored as geospatial data in a 
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common data format. These data are provided to client applications through OGC-compliant web services, the 

integration is also available as OGC Web Processing Service. 

The middleware was developed as a Python library named pyEOM . The aims of the library are (1) to provide 

access to time-series data as easily as possible and (2) to provide a standard-compliant web service for data 

access, visualization, processing, and analysis. This library can either be used within a Python script or by the 

web processing services published by the EOM framework. pyEOM provides access to several external datasets 

like MODIS and climate station data. Table 2 lists available data sources.  Datasets from OGC Web Coverage 

Services (WCS) and OGC Sensor Observation Services (SOS) can also be integrated into the middleware. Any 

dataset integrated into the middleware can be visualized with OGC-compliant web services. Point-based time-

series data can be published as an OGC SOS; Polygon-based time-series raster data is available as an OGC Web 

Map Service (WMS) for visualization and as OGC WCS for data download. 

Table 2: Datasets connected in the multi-source data processing middleware (adjusted after Eberle et al. 2013). 

Dataset Type Spatial res. Temporal Time range 

NASA Land Processes Distributed Active Archive Center (LPDAAC) 

MODIS Raster 250m ï 1km Daily to Monthly 2000 ï now  

National Snow and Ice Data Center (NSIDC) 

MODIS Raster 250m ï 1km Daily to Monthly 2000 ï now  

NOAA National Climatic Data Center 

GSOD, 

GHCN 

Sensor - Daily 1929 ï now 

Google Earth Engine 

MODIS Raster 250m ï 1km Daily to Monthly 2000 ï now  

 

Figure 3: The Multi-Source Data Processing Middleware (updated after Eberle et al. 2013) is connected to 

external data sources and provides data integrated into the middleware as OGC-compliant web services. 

Geospatial data is stored in a common data format, meta 

3.3 Automated data processing and analysis 

Data processing and analysis need to be available via a web-based system. To make processing and analysis 

tools automatically available, they must be executable either within a programming language or from the 
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command line. PyWPS
5
 was used as Python-based open-source software compliant with the OGC Web 

Processing Service specifications. Ready-to-use Python-libraries, such as rpy2 for R statistical language or 

ArcPy for ArcMap tools, as well as command line executions (with the Python library subprocess), can be used 

to run external software for data analysis or data processing (see Figure 1).  

The automated workflow can be divided into five steps:  

1. Time-series data extraction for a point or polygon selected by the user. 

2. Data post-processing for quality checks and interpolation. 

3. Data preparation for the individual analysis tool. 

4. Execution of the analysis tool. 

5. Preparation of analysis results for online visualization and download. 

For any processed dataset of a created feature-a point or a polygon-,an individual processing directory is created 

that can be accessed by the user. Within this processing directory, any downloaded and processed data is 

available for download. Any input data, as well as results for a selected analysis tool, are also stored in this 

directory (see Figure 4). For example, the user can download the input data to execute the analysis tool offline 

on the local computer to reproduce the results. The individual steps of the automated geoprocessing services 

(Figure 4) are described in the sections 3.3.1 and 3.3.2. Appendix B lists all WPS processes that have been 

developed for data retrieval and data analysis. 

 

Figure 4: Automated data processing and analysis workflow. 

3.3.1 Data retrieval 

The retrieval of data is the basis for all further analyses. Dependent on the selected dataset, feature geometry, 

and source of the dataset, different processing steps have to be conducted. The processing includes the 

extraction of time-series data from the original dataset, clipping to the feature geometry, quality checks based on 

user inputs, and linear interpolation to replace no- data  values from the time-series. To ensure transparency, 

quality flags and information regarding any interpolated values are stored. The data retrieval has been made 

available as OGC WPS process to be able to retrieve data within external client applications. 

Figure 5 shows an example request for the WPS process to integrate a MODIS MOD13Q1 EVI dataset or a 

lat/lon coordinate. Further parameters can be set to consider a specific time range and quality flags. The request 

can be executed synchronously or asynchronously (including the parameters status  and 

storeExecuteResponse ). The resulting output consists of files including data and plots as well as a unique 

identifier (uuid). This identifier is needed afterwards in the execution of analyses processes to reference the data 

integrated in this step. 

                                                           
5 http://pywps.org/ 
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Figure 5: Request to integrate a MOD13Q1 EVI dataset for a given coordinate. 

Extraction & Clipping 

In the first step of data retrieval, the required information needs to be extracted out of the raw time-series dataset 

and clipped to the userôs geometry. Dependent on the geometry type (point or polygon), the output of the 

common data format differs: For points, a CSV file with the time-series information is provided; for polygons, 

GeoTiff files are stored individually for each timestamp.  

Quality checks 

Products from MODIS sensor are always delivered with quality flags so that users can decide which data are 

good enough for their specific application. To give users the opportunity to determine data quality, quality flags 

have to be processed. Depending on the threshold being used, some data can be declared as having no-data 

value. The quality flags are also extracted and clipped to the usersô geometry. A quality mask is then created for 

each timestamp, based on the usersô quality parameter inputs. These masks are then applied to the corresponding 

raster data.   

Interpolation 

For some time-series analysis methods missing data need to be interpolated, if no-data values are present. A 

linear interpolation is used to overcome this issue in the pre-processing step. Interpolated values are marked in a 

separate column in the final output CSV file, as well as in the output plot.   

 

3.3.2 Data analysis 

The basis for the time-series data analysis is either a CSV file, for point-based analyses, or a multi-band raster 

image stack, for polygon-based analyses. The following steps concerning data preparation, analysis execution, 

and preparation of resulting data are mostly individual for each analysis tool; these steps are also different for 

point-based and polygon-based analyses. As with data retrieval, any processed data is stored in the processing 

directory that is available to the users, giving them the possibility to download the prepared data for a specific 

analysis tool and to reproduce the analysis offline on their computers. The OGC WPS processes developed for 

time-series analysis are listed in Appendix B. Two processes always exist for each analysis method, one for 

point-based and one for polygon-based analyses.  

Figure 6 shows an example request for the WPS process to execute BFAST for a prior integrated dataset. The 

dataset is specified by the unique identifier (uuid) as output from the data retrieval process. Further optional 

parameters can be set to adjust the BFAST algorithm. The resulting output consists of several plots and files (see 

Table 3). 

 

Figure 6: HTTP request to execute bfast for a prior integrated dataset (defined by the uuid parameter). 

Data preparation 
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The preparation of datasets for specific analysis tools can be automated based on the requirements of the 

selected tool. For the R-packages óBFASTô and ógreenbrownô it is necessary to build a time-series object with a 

starting date and a frequency parameter to describe the time-series. For polygon-based analyses, both packages 

need a raster brick object that can be created based on the multi-band raster file. Data pre-processing for 

TIMESAT consists of the creation of a configuration file and the preparation of the input data. For point-based 

analyses, the input data is a new ASCII text file with data values in a single row. For polygon-based analyses, 

the data must first be scaled to the original values and converted into the ENVI HDR raster data format, which 

does not include header information. This is done with the Geospatial Data Abstraction Library (GDAL; 

(Warmerdam 2008). Afterwards, a list of files is saved in an ASCII file that is referenced in the TIMESAT 

configuration file.  

Analysis execution 

The execution of analysis methods can be done either from the command line or using a Python library. The 

Python library rpy2
6
 was used as a direct connection to R within Python. With this library it is possible to 

execute R functions and to exchange variables between both languages. The execution of TIMESAT is done 

from the command line, which is executed from the subprocess module of Python. In such an automated 

environment, no command line prompts can occur; rather, the complete execution has to run in a single step. 

The resulting data need to be stored in files that can be accessed by the Python process after successful 

execution.  

Preparation of analysis results data 

The resulting data can then be prepared to ensure easy user access. A graphical figure can be made from the 

results of any analysis method; several output files are also generated, depending on the feature geometry and 

the analysis method. Table 3 lists the prepared output files and services. To visualize spatial analyses of feature 

polygons, OGC Web Map Services (WMS) and OGC Web Feature Services (WFS) are automatically generated 

from the raster and vector outputs: GeoTiff files are provided as WMS, and shape files as WFS. The shape files 

show each pixel of the polygon in the map, and come with an attribute table, which gives the statistics of each 

pixel by analysis method. This attribute table can also be obtained using the OGC WFS GetFeatureInfo request. 

Table 3: Generated output files, by feature geometry and analysis method. 

 BFAST greenbrown TIMESAT  

Point  
Data (CSV) 
Statistics (CSV) 
Plot (PNG) 

Data (CSV) 
Statistics (CSV) 
Plot (PNG) 

Data (CSV) 
Phenology (CSV) 
Plot (PNG) 

Polygon  
Data (GeoTiff) 
OGC WMS 
Pixel-Shapefile 

Classification, slope, p-
Value (GeoTiff, WMS) 
Shapefile / WFS for slope, 
p-Value 

Data (GeoTiff ) 
OGC WMS 
Shapefile / OGC WFS for 
Phenology 

3.4 Client applications 

The functions of the EOM are available with web services, allowing client applications to make use of these 

services. Two example clients were developed to show the possibilities of such a service-based infrastructure: A 

web portal (webEOM) and a mobile application (mobileEOM). Both of these clients use the OGC WPS for data 

integration and analysis. OGC Web Map and Feature Services for resulting data provide the possibility for direct 

online visualization.  

3.4.1 webEOM 

The focus of the web portal is to provide an easy-to-use client, while making it possible to extract time-series 

data and execute further time-series analysis functions. The webEOM
7
 map (Figure 7) can be used to create the 

geometry of a study area. Based on this geometry, the system requests a list of available datasets that are 

registered in the multi-source data processing middleware. When conducting data integration, users can specify 

different parameters for the selected dataset, such as start and end dates, as well as filtering options. A 

processing directory for each integrated dataset is available to users, which contains any processed data for both 

the dataset and the executed analysis tools. A time-series and a decomposition plot are generated automatically 

                                                           
6 http://rpy.sourceforge.net 

7 http://www.earth-observation-monitor.net/map.php 
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from the extracted time-series data that are plotted in the web portal. In addition to the images, CSV files are 

created and available for download. After data integration, users can select an analysis tool for execution, and 

individual parameters can be set for the selected analysis. The resulting data can either be visualized directly in 

the web portal or can be downloaded for further usage. Spatial outputs can be interactively explored in the map, 

and CSV files will be plotted as an interactive chart. 

Several open-source libraries were used to develop the web portal (Appendix A): Drupal CMS is used for user 

registration and authentication, as well as as a registration service for created features. On the frontend interface, 

the JavaScript library OpenLayers is used as a mapping library; dygraphs are used to generate interactive charts; 

and jQuery provides standard JavaScript functions. 

 

Figure 7: Screenshot of webEOM portal. 

3.4.2 mobileEOM 

During fieldwork, users cannot use web-based systems developed for desktop computers. A mobile application 

is therefore needed to foster the use of spatial time-series tools on mobile devices, which can be more easily 

used during work in the field. With such a mobile application users have access to a wide range of information, 

because a time-series of several years (15 years for MODIS vegetation data) can tell stories about the changing 

environment. The combined usage with time-series analysis tools allows identifying breaks in the past and 

overall trends of the vegetation, while users are in the field.  

The mobile application for EOM was developed to provide access to time-series data and derived analyses on 

mobile devices. Using their current GPS location or a manual set position, users can extract vegetation time-

series data, as well as view data plots, trend, and breakpoint analysis plots directly on their mobile devices. An 

OGC WPS process was developed for the mobile application. This provides all necessary functionalities in a 

single process, available as web service. This process extracts the data from Google Earth Engine
8
 and plots the 

time-series and decomposition figure. In a second step, time-series analyses for breakpoint detection (BFAST) 

and trend calculations (greenbrown) are executed and plotted in a figure. The resulting output is a GeoJSON file 

containing the values of the analysis tools, as well as links to the generated figures. Figure 8 shows screenshots 

of the mobile app linked with a chart of the OGC WPS process and how they interact. 

                                                           
8 https://earthengine.google.org/ 
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Figure 8:Screenshots of the mobileEOM app and interactions between the app and EOM web services. 

The mobile application was developed as hybrid web application. Applications of this type are developed using 

HTML5, CSS, and JavaScript and then exported as native applications. To access the sensors and functions of 

the mobile device (e.g., GPS, file storage), the software PhoneGap was integrated and used for native 

application export. The interface was developed using jQuery Mobile, and the interactive map was integrated 

with Google Maps API. 

4 Summary and conclusions 

Based on an infrastructure using standard-compliant geospatial web services, the Earth Observation Monitor 

(EOM) software framework was introduced to provide global access and analysis tools for NASA MODIS 

vegetation time-series data, for user-defined points and polygons. A further aim was to make such time-series 

data and algorithms developed in research projects for data analysis more useful and accessible for users (i.e., 

scientists, stakeholders, and other decision-makers). Interoperable web-based geoprocessing services have been 

developed that can be used from external software and linked from data registries and metadata catalogues (e.g., 

GEOSS portal). Metadata entries can now be linked with such data-access services as provided within the 

framework of EOM. Two client applications have been developed to show how EOM can provide simple access 

to these services via a web portal and a mobile application, meaning that users do not need to process any data 

themselves.  

Earth Observation time-series data are now operationally available for a wide range of applications. In many 

cases, users are interested in information about the change of the environment in their specific area of interest. 

Valuable information can be derived from time-series data for such user-defined areas, but better tools are 

needed to extract time-series data and to provide this information. With increasingly large data archives and 

high volumes of requests for data access, standard-compliant services for data access must be provided. In 

addition to traditional ways of providing data access services from the Open Geospatial Consortium (OGC), like 

Web Feature Service and Web Coverage Service, the present article proposes using Web Processing Services 

(WPS). Individual data integration and processing steps can be realized using WPS, such as applying individual 

quality masks, sub-setting data to a specific polygon, and providing different output formats. Until today only a 

few WPS processes are available for data access and processing; these need to be considered also by data 

providers. 

Diverse scientific subjects (e.g., biodiversity monitoring, conservation ecology, and forest management) can 

benefit from using global Earth Observation time-series data, but data access still remains a complex task 

(Kuenzer et al. 2014). In addition to needing easier data access, interoperable analyses methods must be 

integrated to enable further information derivation. Global data can be transformed into locally relevant 
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information by extracting datasets for local areas and applying algorithms. For time-series data, these algorithms 

can be land-surface trend calculations, breakpoint detection, or phenological analyses of vegetation data. 

Providing access to such algorithmsðfor example, by implementing web services for algorithms that have been 

developed within research communitiesðwill make this area of research more accessible. This was shown in 

the present article for vegetation time-series analysis, and led to the Earth Observation Monitor framework.  

An ideal way to make data access easier is providing web services, as they can be easily integrated into other 

applications and used within programming languages. The OGC WPS specification provides a standardized 

framework for geospatial processing, allowing other external applications to use these services with a common 

interface. Only at least the name of a dataset and the geometry (point, polygon) are necessary to access the data; 

the user does not need to know the details in handling specific Earth Observation datasets. As Earth Observation 

data are mostly provided in diverse data formats, these web services can provide consistent data formats, which 

are easier for users. In addition to providing easier data access, information based on time-series data must also 

be made more available. By providing scientific algorithms as web services, both algorithms and time-series 

data can be linked. This linking then allows users to execute both the integration process for data access and the 

algorithm process for information extraction. Without needing to do any data processing at all, users can retrieve 

locally relevant information, such as climate-driven vegetation phenology trends and back-dating of land-cover 

change events using breakpoints. 

Web clients and mobile apps can be used in conjunction with geospatial web services, increasing the 

effectiveness and interoperability of web services by adding an intuitive frontend interface for different devices. 

Such an interface can, for example, provide notifications when data are available for analysis. A mobile app 

gives users direct access to time-series data while they are conducting fieldwork, without requiring a notebook 

or desktop computer to have access to the time-series data. Such applications can be built on top of the 

developed web services, and, as they are available over the Internet, can be used from any application that is 

compliant with the OGC WPS specifications.  

5 Future work 

Although the technical solutions have shown that geoprocessing services can be used to lower barriers in time-

series data acess and analysis, there are still some topics that can be considered in the future: The processing 

services need to be described with metadata and made available in catalogue services and system of systems 

(e.g., GEOSS). Inputs and outputs of a process need to be semantically described to automatically detect what 

kind of inputs can be used with a process and to establish automatic connections between processes as 

workflows. Also the ñmoving codeò (M¿ller et al. 2013) paradigm needs to be considered further to make it 

easier to process algorithms on external servers. 

The further development of the EOM is concentrates on the usage of distributed processing capabilities to 

increase the performance and the integration of further high- and medium-resolution satellite sensors, such as 

the new Copernicus Sentinel satellites or Landsat. Furthermore the web and mobile applications can be 

optimized in various ways. 
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Appendices 

A. List of software used for EOM services, webEOM, and mobileEOM 

Software Version Function 
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Drupal CMS 7 Backend 

jQuery  1.10.2 JavaScript Frontend Library 

OpenLayers 2.12 JavaScript Mapping Library 

dygraphs 1.0.1 JavaScript Chart Library 

Google Maps API 3 JavaScript Mapping Library 

jQuery Mobile  1.3.2 JavaScript Mobile Library 

PhoneGap / Cordova 3 Native Mobile Application Framework 

MapServer 6 OGC WMS & WFS output layers for time-

series analysis results 

PyWPS 3.2.2 OGC Web Processing Service 

R 3 Time-series analysis (BFAST, greenbrown) 

Python 2.7 Libraries such as GDAL, OGR, Pandas 

TIMESAT  3.1 Phenological time-series analysis 

B. Web processing services for time-series data retrieval and time-series analysis 
available for EOM: http://artemis.geogr.uni-jena.de/cgi-bin/testbox.cgi 

Data access for points 

Identifier: 1012_single_ts_plot_point 

Inputs: pointX, pointY, datesetName, dateStart, dateEnd, qualityLimits 

Outputs: pointBBOX, tsCSV, tsPlot, tsDecompose, tsDecomposeCSV, 

uuid 

Data access for polygons 

Identifier: 1012_single_ts_plot_polygon 

Inputs: wkt, datesetName, dateStart, dateEnd, qualityLimits 

Outputs: tsCSV, tsPlot, tsDecompose,  tsDecomposeCSV, uuid 

Data access for climate stations 

Identifier: 1020_single_ts_plot_climate 

Inputs: station, parameters, dateStart, dateEnd 

Outputs: tsCSV, tsPlot, uuid 

Time-series BFAST analysis 

Identifier: 2010_single_ts_bfast_point | 2010_single_ts_bfast_polygon 

Inputs: uuid, season, h, maxiter, breaks 

Outputs: Point: seasonalityDates, trendDates, bfastCSV, bfastPlot 

Polygon: layers, plot 

Time-series greenbrown analysis 

Identifier: 3010_single_ts_greenbrown_point | _polygon 

Inputs: uuid, method, mosumpval, h, funSeasonalCycle, funAnnual 

Outputs: Point: breakpoint, slopes pvalue, gbCSV, gbPlot, trendCSV 

Polygon: layers, mac, mac_cl, mac_plot 

Time-series TIMESAT analysis 

Identifier: 4010_single_ts_timesat_point | _polygon 

http://artemis.geogr.uni-jena.de/cgi-bin/testbox.cgi
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Inputs: uuid, fitting, seasonStartMethod, seasonStart, seasonEnd, 

spikeMethod, spikeValue, adaptionStrenght, windowSize, 

noIterationsUpperEnvelope 

Outputs: Point: timesatFitCSV, timesatSeasonalityCSV, timesatPlot 

Polygon: layers, seasonalityParameters, seasons 

Data availability 

Identifier: 0020_wps_available_datasets 

Inputs: wkt (Point or Polygon representation as string) 

Outputs: json (list of datasets) 

Mobile point-based WPS 

Identifier: 8010_single_ts_mobile 

Inputs: pointX, pointY, qualityLimits, uuid, width 

Outputs: pointBBOX, tsCSV, tsPlot, tsDecompose, tsBfast, 

tsGreenbrown, uuid 

Mobile point-based WPS 

Identifier: 8020_multiple_ts_mobile 

Inputs: bbox_top, bbox_right, bbox_bottom, bbox_left, dataset, width 

Outputs: results, analysis, uuid 
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ABSTRACT:  

Remaining ahead of the enemy in all circumstances is crucial to any military power. Geographic information 

systems (GIS) can provide the military commander with geospatial information about the theatre of war to 

assist with the planning and execution of a mission. Unfortunately, technology usually comes at a price. GIS is 

no exception. The cost of acquiring and maintaining GIS software licenses, as well as training staff in the use of 

the software, needs to be considered. The question arises whether open source software, which can be used 

without any software license expenses, is a feasible alternative in military operations. The problem is that the 

perception exists that open source GIS software is neither user-friendly nor mature enough to be used in 

military operations. This study evaluates the functionality of an open source desktop GIS product in a military 

operation use case. A list of specific GIS functionalities was compiled based on the literature study and by 

developing a use case. The functionalities were executed in QGIS. Results were compared against results of the 

same functionalities in ArcGIS, which is widely used in military operations. Results show that all GIS functions 

tested by this study could be performed by both software products. These results are interesting because it 

means that FOSSGIS can be successfully deployed by units or directorates that has limited funds available to 

expand the existing GIS capabilities for military operations. 

1 Introduction 

In military operations, considerations for military equipment, infrastructure and activities (ñWhat?, òWhen?ò, 

ñWhere?ò) are important. They develop a perception (ñHow?ò, ñWhy?ò) of the enemiesô type and number of 

equipment available, force readiness, present activities involved in and future planned activities. These 

considerations and perceptions are enhanced by focusing and paying attention to terrain as one of the important 

factors to consider during planning. The terrain determines the type of military vehicles and weapon systems 

that can be deployed and used. Terrain layout also influences the execution time of certain maneuvers or 

operations (Lodi et al., 2014). Even communications are influenced by the terrain. It is therefore imperative to 

determine line-of-sight as this factor is crucial for certain kinds of communications, as well as for some weapon 

systems (Datz, 2008). Furthermore, geomagnetic information affects equipment that could be used in an 

operation. This is where GIS plays an important role in support of military operations. It provides a means to the 

military commander in the form of geospatial information about the theatre of war (ţnal and Mustafa, 2002). 

GIS analyze information about the terrain (i.e. land cover) and population (i.e. land use) and consider other 

sources such as remotely sensed imagery to produce geospatial products (e.g. maps). These products are critical 

aids to the commander in developing a comprehensive picture of the terrain layout and land use, as important 

factors to assess before making any decision. 

The cost of acquiring and maintaining GIS software licenses, as well as training staff in the use of the software, 

can become a significant portion of the costs of a military operation. As a result, the number of licenses that are 

purchased are sometimes limited, reducing the potential benefits of GIS to the military planner. Donnelly (2010) 

cites that there has been an increase in recent times in the development and implementation of FOSSGIS for the 

international geospatial community. Deek and McHugh (2007, p.1) states that the open source movement is ña 

worldwide attempt to promote an open style of software development more aligned with the acceptable 

intellectual style of science rather than the proprietary modes of invention that have been characteristic of 
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modern businessò. The open source movement supports the use of open source licensing, which means that 

software can be freely used, modified, and shared. 

While open source GIS products exist, in military communities, the perception exists that open source GIS 

software is neither user-friendly nor mature enough to be used in military operations. This perception is based 

on personal experience, e.g. based on discussions with colleagues and experience in a defence force work 

environment where the use of QGIS was proposed, but colleagues were hesitant to embrace the idea. 

This paper presents first results of a study to explore open source GIS software as a feasible alternative in 

military operations. A use case of a military operation was developed. GIS functionalities required for this use 

case were identified and then tested using QGIS (www.qgis.org), an open source desktop GIS product. Test 

results were compared against results of the same functionalities in ArcGIS (the baseline) and qualitatively 

analysed and explained. A number of case studies were done to compare ArcGIS to QGIS (GIS Geography, 

2016, Dempsey, 04 November 2012, Duggan, 02 February 2015). However, the study reported in this paper is 

unique because it incorporates military operational requirements related to a specific use case. Secondly, it is not 

a competition to find a ñvictorò, but rather an objective study to determine whether FOSSGIS can be used in a 

specific military operation considering certain operational GIS functionalities (specified by the use case). 

The remainder of the paper is structured as follows. Section 2 describes the use case, a Cholera outbreak for 

which a military operation is planned. Section 3 explains how the GIS functionalities were identified and how 

tests were conducted. In section 4, each test is described, the QGIS and ArcGIS results are presented and 

subsequently analysed. The section is concluded with a table that summarizes the test results. Section 5 presents 

conclusions and describes further work to be done. 

2 Use case: Cholera outbreak 

Cholera is a highly infectious disease that still affects many parts of Africa, as well as other parts of the world, 

such as south Asia and Latin America. The disease is caused by drinking or eating contaminated water or food. 

It is often found in areas with ñpoor sanitation, crowding, war, and famineò. If left untreated, it can lead to death 

(WebMD, 2016). Cholera outbreak was selected as the scenario for this use case, since it is a very real 

humanitarian disaster in which the military can be tasked to render support in containing the spread of the 

disease and providing aid to infected persons. This is an example where the military is tasked to conduct a 

military operations other than war (MOOTW). 

After consultation with commanders involved at different levels and in different roles in operations, (personal 

communications: Davids, J.M., 12 May 2015; Van Niekerk, A.F.V., 04 September 2015; Venter, J.D., 26 May 

2015 and Wylie, A.C., 05 October 2015) a use case was developed (Adolph et al., 2002, Bittner, 2002) that 

describes the geospatial tasks and products to be executed and produced in a typical military operational 

scenario for the South African National Defence Force (SANDF). This fictitious scenario describes a health risk 

disaster in the form of a Cholera (Zuckerman et al., 2007) outbreak in the Pilanesberg area located in North 

West province in South Africa, 160 km west of Pretoria (see Figure 1). The Pilansberg area is a Game Reserve 

with numerous rural villages surrounding this area. However, Pilanesberg is a mountain, circular in shape which 

was formed by an ancient volcano eruption some 1 200 million years ago. 
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The SANDF was tasked by the Minister of Health to assist in controlling this outbreak, because the SANDF 

is the only national entity with a medical deployment unit capability. The scenario is fictitious (see Table 1), but 

it draws on potential military operations in response to disaster relief. 

Table 1: Use case description: Cholera outbreak for which a military operation is planned 

The SANDF is requested by the Ministry of Health to assist in curbing the outbreak of Cholera in the rural 

population of the Pilanesberg area, North-West province, South Africa. The Chief of the SANDF tasked the 

Chief Joint Operations (CJ Ops) to establish an operation room within the disaster management centre and to 

deploy the following forces to manage and control this health disaster: 

1. The South African Military Health Service (SAMHS) were tasked to set up a Medical Post. 

2. Two Infantry Companies (Inf Coyôs) responsible for barricading and securing the 

contaminated area. 

3. One SA Army Engineer Squadron (SAAEF Sqn) consisting of a water purification unit. The 

SAAEF Sqn will be responsible for purifying the contaminated water. 

In order for the SANDF to assist, the following geospatial tasks are required from the GIS commander, whom 

has to report his operational plan to the operational commander: 

i. The individual households that were reported as households with Cholera have to be digitised using the 

Spot 6 image as backdrop in order to zoom into the residential areas. The commander then wants an 

area of 10 km² to be demarcated around a convex hull of all the households, since this will be the ñarea 

of operationsò. 

ii.  The high risk Cholera areas within the Pilanesberg must be indicated. The key hot spot area should be 

Figure 1: Study area ï Pilansberg, South Africa 
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determined. It is required to produce a GIS hot spot analysis layer indicating these areas. 

iii.  The commander of the operation must know the terrain in his area of operations to be able to make 

proper operational decisions, such as entry and exit routes as a time saving factor and locations of open 

terrain for demarcating helicopter landing zones. It is therefore required that a map showing 

ñhillshadingò be made in order to show the mountainous areas in relation to the rest of the area. 

iv. One of the factors that influence the spread of Cholera is a very heavy rainy season, which was the case 

in this region. It is required to produce a flood simulation layer in order to anticipate the potential 

influence on the spread of the Cholera, should the water level rise if there is more rain. 

v. An important aspect during any military operation is communications. The GIS commander will be 

tasked to map those areas within the area of operations that are visible from the identified HQ position 

in order to determine line of sight visibility for radio communications. 

vi. A layer indicating locations of helicopter landing zones (HLZ) must also be created. Firstly, existing 

helipads will be identified; secondly, additional suitable HLZôs must be added to the layer. 

vii. An area where a medical treatment centre can be placed should be established for the Medical Task 

Teamôs operations. It is required to produce a layer indicating the most suitable location to deploy this 

medical post and to show other existing hospitals in the area of operations. 

viii.  The commander needs to know the locations of the closest police stations. 

ix. The infantry commander needs to show his members where to place their roadblocks. 

x. A safe water supply for the rural population of the Pilanesberg area has to be ensured. It is required to 

produce a layer indicating the most suitable place to deploy the SAAEF water purification plants. 

3 Method 

An initial literature study provided insight into the precise role of geospatial information in the military 

(MacEachren et al., 2005, Jacobs, 2005, Palka et al., 2000, Swann, 1999, Tuner, 2003), the levels of war and the 

use of GIS on each of these levels. Based on the literature study, it was decided that a first study should focus 

solely on the operational level of war. Additional studies will focus on the use of GIS for the military in other 

levels of war. A study was then made on the use of GIS on the operational level of war, after which a list of 

typical GIS outputs were identified that are often required by the operational commander. The study was 

conducted in three stages, namely: 

i. Stage 1 ï Identifying GIS functionalities: The GIS functionalities that are needed to produce the GIS 

outputs were identified based on the literature study, as well as the use case. 

ii. Stage 2 ï Means and methods to assess GIS functionalities: The means and methods (henceforth known 

as tests) necessary to assess the functions identified in Stage 1 were determined and developed. These 

functions produces specific GIS output products and the tests necessary to produce these products were 

performed by both ArcGIS and QGIS software for comparative purposes. 

iii.  Stage 3 ï Conducting GIS functionalities: This stage consisted of conducting the tests developed during 

Stage 2. These tests served the purpose to qualitatively evaluate the maturity of QGIS by comparing it 

to ArcGIS as the baseline or reference. The tests were conducted independently in QGIS (version 2.8.5 

Wien) and ArcGIS (version 10.2). 

A number of reasons exist for choosing QGIS as the software package to be compared with ArcGIS, mentioned 

below. However, the main contributing feature is that QGIS is already partially incorporated within the SANDF 

geospatial domain. A two-week course has already been developed by the SANDF and is presented at entry 

level to unit personnel. Other reasons are: 

i. When examining the graphical user interface (GUI) it looks similar to the GUI of ArcGIS. 

ii.  It is easily available and downloadable over the internet and easily installed. 

iii.  Its operating costs are very low. 

iv. Support for this software is available in a number of ways. 

1. Firstly, online through the international QGIS user community, 

2. Secondly, the support in terms of training for the software in the RSA is quite extensive. There 

are a number of GIS institutions and other educational institutions offering courses on this software. 
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3. Thirdly, there are also support documents available on the QGIS website as well as ñHelp tipsò 

that appear when using the software. 

v. It can run on a variety of computer operating systems. 

vi. A number of easily assessable ñpluginsò are available that provides extra functionalities to QGIS. 

In this paper, the results of four tests are presented, namely the buffering an area of operations, the Cholera hot 

spot analysis, the creation of a visibility layer and the creation of a layer of locations for water purification 

plants. These tests correspond to geospatial tasks, described in i., ii., v., and x. in the use case (see Table 1). The 

tests were chosen because they can easily be related to and applied in other operational scenarios and they are 

therefore pertinent GIS functionalities needed by military operations. 

4 Results 

This section presents the results of the four tests that were chosen for discussion in this paper. For each test, 

there is a description of the test, the ArcGIS baseline results and discussion, followed by the QGIS test results 

and discussion, and finally, a comparative analysis of the test results. 

4.1 Test 1: Buffering an area of operations 

Buffering is a very common and often used analysis tool by GIS commanders since it involves proximity 

analysis around points, lines or areas. The commander wanted an area of 10 km surrounding the reported 

Cholera cases to be demarcated as the ñarea of operationsò. Before building this buffer, the individual Cholera 

cases were digitised in a point shapefile. The Spot 6 image was utilised as a background for the residential areas 

in order to identify and capture households identified with Cholera. 

4.1.1 ArcGIS baseline results 

Buffering is one of the standard geoprocessing tools in ArcGIS (see Figure 2). The process is relatively simple 

as long as the user specifies the correct unit of measurement. The fact that one can choose the unit of 

measurement via a dropdown list in ArcGIS is one of its benefits. In ArcGIS, even the inexperienced GIS user 

can build a buffer since ArcGIS will correctly build the buffer even if the data used is not in a projected 

coordinate system (Chang, 2006). 
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4.1.2 QGIS results 

Buffering is also one of the standard geoprocessing tools in QGIS (see Figure 3). Although the process itself is 

very similar to that in ArcGIS, the GIS user has to know that the buffer process will not work correctly in QGIS 

if the data to be buffered is not in a projected coordinate system. The user will also not be able to specify the 

unit of measurement and will therefore be required to have a basic knowledge of coordinate systems and their 

respective units of measurements. In this test, the study data was defined to WGS84/UTM grid zone 35S. As 

UTM was used, all measurements are in meters. 

 

Figure 3: Buffering analysis result obtained ï QGIS 

4.1.3 Comparative analysis of results 

The results obtained with both products were satisfactory. Both software products obtained a buffer of a very 

similar size and the operational request would have been satisfied by both. A single difference was observed. In 

order for the GIS operator to successfully complete the buffering process in QGIS, he/she will need to have a 

Figure 2: Buffering analysis result obtained ï ArcGIS 
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basic understanding of coordinate reference systems (see paragraph 4.2.2). This will assist GIS operators to 

comprehend why the buffer will only be correct if the data is projected. 

4.2 Test 2: Cholera hotspot analysis 

One of the tasks of the SAMHS is the categorisation of patients based on a set of evaluations in order to 

determine priorities for emergency evacuation and treatment. The status of the categorisations may change 

continuously as the condition of casualties can improve, worsen or spread to other areas. The SAMHS 

commander must constantly be informed of which areas in the operational area take priority at that point in time. 

A hotspot analysis (Lin et al., 2010) can serve as an extremely valuable tool to assist the commander with 

operational planning when areas for the deployment of SAMHS treatment centres have to be determined. The 

GIS commander must be able to show the operational commander the high-risk Cholera areas within the area of 

operations. A ñhotspotò analysis is therefore vital. This analysis will allow the commander to see which areas 

have a higher than average incidence of Cholera. 

According to Chainey et al. (2008) ñhotspot mapping is a popular analytical techniqueéò. There are a number 

of different techniques that are used for the identification of hotspots, amongst others, kernel density estimation, 

point mapping and grid thematic mapping. Kernel density estimation was used for this particular Cholera 

hotspot project. Kernel density estimation computes the density of features in a neighbourhood of cells around 

those features. In this test, the density was calculated for point features but it can also be used for line features. 

The surface value is highest at the location of the point (the reported Cholera households) and it reaches zero at 

the search radius distance from the point. The radius was specified at 1500 m for this test. 

4.2.1 ArcGIS baseline results 

The kernel density tool was utilised in ArcGIS in order to perform the hotspot analysis (see Figure 4). Kernel 

density is one of the tools available within the Spatial Analyst extension of ArcGIS. In order to get the best 

results with the particular tool in ArcGIS, the environment settings must be set before performing the analysis. 

This is to ensure that the entire hotspot analysis result is displayed within the viewing window and not cut off to 

exclude certain areas. The processing extent was set to ñsame as displayò. In order to further enhance the visual 

effect of the analysis results, the first class colour was set to ñno colourò (i.e. transparent). If the first value/class 

is not set to ñno colourò, the background data that must provide a frame of reference to the military commander 

is not visible. 

 

Figure 4: Hotspot analysis result obtained ï ArcGIS 

4.2.2 QGIS results 

The ñHeatmapò plugin was downloaded in order to perform the hotspot analysis in QGIS (see Figure 5). This 

plugin also uses kernel density estimation in order to create a density raster (ñheatmapò) of an input point layer. 
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In QGIS the initial output product will appear as a black and white (single band grey scale) raster image. The 

properties of this raster layer must then be changed to a single band pseudocolour and classified using the equal 

intervals methods according to the number of classes that the user requires. The number of classes used was ten 

and the first classôs colour was also set to ñno colourò (i.e. transparent), which was the same as in the ArcGIS 

test. 

 

Figure 5: Hotspot analysis result obtained ï QGIS 

4.2.3 Comparative analysis of results 

The Cholera hotspot analysis can be completed successfully in both ArcGIS and QGIS. Although there is a 

minor difference (see Figures 4 and 5) in the manner in which hotspot results are displayed in the two software 

products. Both results would be acceptable to the operational commander. It is however interesting to note why 

the difference in these results exists even though in both products a kernel density analysis were done.  In QGIS 

more detail is visible in the end-result. In ArcGIS, the KDE is based on the default quadratic kernel function and 

in QGIS the Quartic (biweight) function/shape was chosen. In an email on 03 March 2016, J.S. Evans (Affiliate 

Assistant Professor at University of Wyoming, Laramie, WY) stated that the visible difference has to do with 

the degree of polynomial in the respective kernel density functions: a quartic kernel is a fourth order 

polynomial, whereas a quadratic kernel can, theoretically, take any form but generally represents a lower order 

(second) polynomial. As in trend functions, lower order polynomials will not pick up as much localized detail, 

given the same bandwidth parameters. 

Results in both products will give the commander the ability to see areas of higher density of Cholera. The tests 

were conducted with different radii, as well as with different display colour settings, in order to get the best 

results in both systems.  It is advisable for GIS operators to have background knowledge concerning raster 

images when doing any type of raster analysis, since this type of analysis is commonly more advanced than 

vector analysis functions. This applies to both products. 

4.3 Test 3: Creating a visibility layer 

The visibility or viewshed analysis is a vital and dynamic tool for the military.  In this use case, it was used to 

see whether radio communications would be possible in all areas from the main HQ position. The Madutle 

Primary School was chosen as the ideal HQ position since it is in the centre of the Cholera outbreak, has all the 

necessary infrastructure needed for the operations and has a sport field that can serve as a helicopter landing 

zone. The location of this school (HQ), where the radios for communication would be set up, was made into a 

separate point layer that was used as the ñobserver pointò for the visibility analysis. 

Radio communications work on the principle of ñline-of-sightò, therefore, areas with no visibility from the HQ 

will have poor or no radio signal. In areas that the radio signal will not reach, deployment of relay stations 

should be considered. In other military situations, visibility or viewshed analysis is used for to determine 
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artillery observer positions etc. and the extent to which the artillery observers will be able to see and gather 

intelligence (visible terrain for targets and plotting of enemy positions). The radio antenna-height was specified 

at 10 m; if the antenna height is too high, it gets unstable and unpractical. 

4.3.1 ArcGIS baseline results 

In ArcGIS, the visibility tool in the 3D Analyst extension was used to execute this test. Certain attributes must 

be added to the Madutle Primary School (observer point) layer before attempting to do the visibility analysis.  

This step was included in the analysis because in a military scenario, the commander would like to be able to 

specify the height of the observer point (in this case the height of the antenna for VHF radios), as well as the 

radius distance from the observer point. If however, a person would only be interested in a visibility analysis 

from the current height of the observer point and would like to include the whole study area in the analysis the 

ñViewshedò tool in ArcGIS is sufficient. 

The Interactive Visibility tool Add In was downloaded, which helped a lot with adding the observer, input 

specifications in a more automated and faster way than manually adding individual attributes to the attribute 

table. The radius from the HQ was specified as 20 000 m and the height of the antenna (observer) was specified 

as 10 m. The remaining default values were accepted. ArcGIS automatically displays visible areas as a ñVisibleò 

layer and areas that are not visible as a ñNot Visibleò layer. The default colours were changed to red (visible) 

and green (visible). The results are illustrated in Figure 6. 

 

Figure 6: Visibility layer result obtained ï ArcGIS 

4.3.2 QGIS results 

The Viewshed analysis plugin was downloaded for this analysis in QGIS. In the viewshed analysis tool, the user 

can specify all the observer parameters and choose the type of output (i.e. binary viewshed, intervisibility, 

intervisibility depth and horizon). The specified observer parameters were the same as with the ArcGIS test, 

therefore the search radius was set to 20 000 m and the observer (antenna) height to 10 m. A binary viewshed 

was done, which provides a simple yes/no value for each pixel. Figure 7 [a] indicates the result of the viewshed 

analysis before adjustments were made to the raster layer properties. In Figure 7 [b], the final result can be seen. 




